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1.             INTRODUCTION 

New technologies are required in software 

engineering to enhance the quality of software product 

and to reduce effort and time to develop software. Since 

1968, new horizons are open when software reuse has 

introduced (AL-Badareen, et al., 2011). For commercial 

and business systems, software reuse is a main 

development approach (Sommerville, 2007). Whole 

system or a part of system can be used in other systems 

by using software (Haiguang, 2010) Productivity, 

quality and reliability of software product are increased 
by using software reuse (AL-Badareen, et al., 2011), 

(Singh et al., 2010) (Amin et al., 2010). It also 

minimizes the risk and ensures to deliver software 

product in time. It also encourages the developing team 

because, in current domain, they have working 

experience (Singaravel et al., 2010) (Sandhu,                 

et al., 2010).  
 

Despite of these benefits, there is a problem to store 

software reusable components in a way through which 

retrieval of software components becomes easy (AL-

Badareen, et al., 2011). So for storing and classification 

of software reusable components there must be an 

appropriate way. By adopting this way we can retrieve 
and access software reusable components with less 

effort and time. These are the major advantages of 

reusability (Ilyas et al., 2013).  
 

In this research we try to eliminate this problem by 

classifying   software   reusable   components.  We   use  

clustering technique to classify reusable components. In 

clustering (Abdulfa, and Mikki 2013), data is divided 

into groups of objects that are similar. Every group, that 

is actually a cluster, comprises of similar objects within 

the cluster and dissimilar objects into other clusters. By 

using clustering technique similar objects are grouped 

together. As a result search space is reduced (Srinivas, 

et al., 2013).  Data that is useful, meaningful or both is 

divided into groups in clustering (Fokaefs, et al., 2009). 

Clustering is also useful in making decisions, various 

fact finding pattern analysis, image segmentation, 
retrieval of documents, machine learning situations and 

in the field of data mining (Kaya, 2005). 

 

 A framework named as PmBC (Parametric Based 

Clustering) is proposed. This framework helps us to 

understand the process of clustering. This framework 

consists of two main processes, threshold checking 

process and clustering process. In threshold checking 

process, a comparison between threshold value and 

existing number of clusters is made to lemmatize the 

maximum number of clusters according to threshold 
value. In clustering process, clusters are assigned to 

software reusable components on the basis of the 

parameters that are attached with components. A 

clustering algorithm is proposed to give practical shape 

to PmBC framework. Evaluation of proposed algorithm 

is done by applying this algorithm on a set of software 

reusable components that has been collected from 

different websites.  
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Rest of the paper compromise the following 

sections. Section 2 describes related work. Proposed 

framework and proposed clustering algorithm are given 

in Section 3 and Section 4 respectively. Results and 

discussions are explained in Section 5. Section 6 
compromises the conclusion and future work. 

 

2.              RELATED WORK 

(Ilyas et al., 2013 suggested a framework for 

making the reusability organized and formal. In this 

framework, at each reusability level, quality earning 

criteria are defined to observe the requirements of 

reusability, extraction of reusable components, 

classification and integration of reusable components 

with new systems effectively. These criteria are applied 

to get the quality and satisfactory results by formalizing 

each activity of reusability.  
 

(Kamalraj et al., 2011) stated that when we reuse a 

component from a repository and then lot of time is 

required to search it, so it is necessary to arrange a 

component into an effective manner so time to extract a 

component reduces. (Kamalraj et al. 2011) propose a 

clustering method to extract reusable component in an 

effective manner to reduce time for searching 

component. In this method main focus is on the stability 

metric. 

 
(Srinivas et al., 2013) propose a clustering 

algorithm. Text documents, text file or software 

components can be classified by this algorithm. 

(Srinivas et al., 2013) defines new similarity measure 

called hybrid XOR Function. By applying this XOR 

function a similarity matrix is developed. Input of the 

proposed algorithm (Srinivas et al., 2013) is similarity 

matrix and output is clusters. 

 

(Mamaghani and Meybodi 2009) proposed two 

clustering algorithms. On the basis of learning 

automata, first algorithm is proposed. Second is 
obtained by combining genetic algorithms and object 

migrating learning automata. These algorithms are 

based on approximation. Many algorithms have been 

proposed in this prospective like Bunch, Brain Mitchell 

and DAGC (Digital automatic gain control) algorithm 

(Parsa and Bushehrian 2005). (Bhagwan and Oberoi, 

2011).  A comparison of proposed algorithm is made 

with the above algorithms. One of the disadvantages of 

the previous algorithms is too stuck in local optima. The 

results of comparison show that second algorithm not 

only removes this problem but it also increases the 
speed of the process of searching. One more advantage 

is that the stability of this algorithm is very high. 

Software system is modeled by using MDG 

(Millennium Development Goals) graph in first step by 

the system designer. In this graph there are two things, 

nodes and edges. Modules of system are represented in 

the form of nodes and edges are used to represent 

relationships. After the creation of MDG graph, 

different clustering algorithms are applied to create 

partitioned MDG. The aim of this is to partition the 

components of system into different clusters so that the 

subsequent organizations are able to reduce and increase 
inter-connectivity and intra-connectivity respectively.  

 

(Bhagwan and Oberior 1999) use clustering of 

software modules to obtain full benefits form the 

reusability. Selection of good quality software is done 

automatically on the basis of association between 

modules. Association is usually dependencies among 

modules. LOC (Line of code) and Code Clones are used 

for finding relationship between modules. To meet the 

research objective, this paper uses the HC (Hierarchical 

clustering) algorithm like Agglomerative method 
(Kamalraj et al., 2011) and NHC (Non-hierarchical 

clustering) algorithm like K-Mean method. For this 

purpose this research proposes an algorithm. 

 

(Manhas et al., 2010) stated that if we use already 

existing components then we can reduce the cost of 

software development. He uses many metrics               

for the classification of software component. To 

evaluate the result, he uses Back propagation based 

neural networks. 

 

3.       PROPOSED METHODOLOGY 
A framework PmBC has been proposed to cluster 

reusable components in a systematic way. Threshold 

checking process and clustering process are the two 

processes of PmBC framework. PmBC framework is 

shown in (Fig. 1). Processes of this framework are 

given below. 
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Fig. 1. PmBC framework 

 

3.1 Threshold Process 

In this process a threshold value is provided by the 

user. This value acts like the value of K in k-means 

algorithm (Zafar, and Ilyas 2015). In k-means algorithm 

k denotes the total number of clusters, similarity in this 
framework threshold value represents total number of 

clusters to be built.  This process starts by considering 

each component as one cluster. So we have total number 

of clusters equal to the total number of components we 

have. After this we compare threshold value with total 

number of clusters. If total number of clusters is less 

than or equal to threshold value then it means we 

already achieve total number of clusters and these 

clusters will saved into repository. But if total number 

of clusters is greater than threshold value then 

components will move to clustering process. 
 

3.2 Clustering Process 

This process is further divided into four processes. 

These are Associative File Creation, Associative File 

Pair Creation, Computation of Similarities and 

Differences and last process is Combining Files. These 

processes are discussed below. 

3.2.1 Associative File Creation 

This process starts by reading all the parameters 

attached with components. After reading these 

parameters associative files are created for each 

component. In these files we assign a numeric value to 
each value of each parameter. For each component we 

have four parameters. First parameter is category. For 

each value of category we assign a number. For 

example we have three values of category like game, 

algorithm, and AI. So we assign number 1 to game, 2 to 

algorithm and 3 to AI and if another value exists then 

we assign number 4 to that value. Second parameter is 

language. Similarity we assign a number to each value 

of language parameters. Suppose we have two values of 

language parameters like java and C++ then we assign 

number 1 to java and number 2 to C++. Third parameter 
is platform. Like previous two parameters we assign a 

number to each value of platform parameters. Forth 

parameter is programming technique. Values of 

programming technique parameter are fixed. These may 

be simple, Structured or OOP (Object oriented 

programming). Other than these values, no other value 

could assign to programming technique parameters, so 
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maximum values for this parameter are 3. Number 1 is 

used for simple, number 2 assign to structured and 

number 3 represents OOP value. (Table-1) shows the 

input software components with parameters and    

(Table-2) represents their associative file. 
 

Table 1. Input software components with parameters 

 

Compo

nents 
Category 

Langu

age 
Platform 

Programming 

Technique 

A 
C++ 

Feature 
C++ Windows Structured 

B Game C++ Windows Simple 

C Game Java 

Windows, 

Unix, 

Linux 

OOP 

D Utilities C 

Windows, 

Unix, 

Linux 

Simple 

E Algorithm Julia 

Windows, 

OS X, 

Linux 

OOP 

 
Table 2. Corresponding files of input software components 

 
Compon

ent 

Catego

ry 

Langua

ge 
Platform 

Programming 

Technique 

A 1 1 1 2 

B 2 1 1 1 

C 2 2 2 3 

D 3 3 2 1 

E 4 4 3 3 

 

3.2.2 Associative File Pair Creation 

After creating associative files we make the pairs of 

these files. Total number of pairs are computed by 

combination formula [17] given in equation 1.  In this 

equation n is total number of components, (𝑛
𝑘

) is pair at 

a time and k = 2.  
 

(𝑛
𝑘

) =  𝑛!
(𝑘! (𝑛 − 𝑘)!)⁄                                         (1) 

 

The pairs of associative file given in table 2 are 

given below.  

(A,B), (A,C), (A,D), (A,E), (B,C), (B,D), (B,E), (C,D), 

(C,E) and (D,E). 
In this approach (A,B) and (B,A) have same values so 

we take one pair.  

 

3.2.3 Computation of Similarities and Differences 

After making the pairs of associative files we take 

all pairs and one by one we compute similarities and 

differences between a pair by using equation 2 and 3 

respectively. In this process we match the parameters of  

two files. If the value of any parameter of one 

component matches with the value of that parameter of 

second components then we increase the value of 

similarity by one and if there is no match then we 

increase the value of difference by one. In (Table-3) 
similarities and differences are computed between the 

pairs that are given in section (3.2.2).  
 

Table 3. Similarities and differences values 

 

Pairs Similarities Differences 

(A,B) 2 2 

(A,C) 0 4 

(A,D) 0 4 

(A,E) 0 4 

(B,C) 1 3 

(B,D) 1 3 

(B,E) 0 4 

(C,D) 1 3 

(C,E) 1 3 

(D,E) 0 4 

 

𝑆𝑖𝑚(𝐴, 𝐵) = ∑ 𝐶𝑜𝑢𝑛𝑡(𝑖)     𝑤ℎ𝑒𝑟𝑒   4
𝑖=1 𝐶𝑜𝑢𝑛𝑡 (𝑖) =

{
1        𝑤ℎ𝑒𝑛 𝐴𝑃𝑖

=  𝐵𝑝𝑖

0       𝑤ℎ𝑒𝑛 𝐴𝑃𝑖
 ≠  𝐵𝑃𝑖

             (2) 

𝐷𝑖𝑓𝑓(𝐴, 𝐵) = 4 − 𝑆𝑖𝑚(𝐴, 𝐵)      (3) 

APi
 = ith parameter of Component A 

BPi
 = ith parameter of Component B 

Because each component has four parameters and 
similarity is measured by counting the same parameters 

of two components so maximum value of similarity will 

four. This is the reason that we subtract similarity value 

from four in equation 3. 
 

3.2.4 Combining Files 

After computing similarities and differences, the 
two files having higher similarities as compared to 

others are combined into one cluster. As a result total 

number of clusters decreased by one and then second 

iteration of algorithm starts. This process ends in 

threshold checking process when total number of 

clusters becomes equal to threshold value. 
 

4. PROPOSED CLUSTERING ALGORITHM 

We like to discuss input for proposed algorithm 

before discussing proposed algorithm. 
 

4.1 Input of Proposed Clustering Algorithm 

Software reusable component is the input of our 

clustering algorithm that is basically a file. In this file 
both source code and its related parameters exist. This 

file consists of two portions. First portion contains 

parameters and second potion has source code of 

software reusable component. An example of input file 

is given below. 
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Parameters 

Language:   C++ 

Category:   C++ Features 

Technique:   Simple 

Platform:   Windows 

 

Source Code 

#include<iostream> 

using namespace std; 

void func1(char* str); 

void func2(int val); 

int main() 

{ 

func1(“character string passed\n”); 

func1(123); 

return(system(“pause)); 

} 

void func1(char* str) 
{ 

cout<<”string value:=”<<str<<endl; 

} 

void func1(int val) 

{ 

cout<<”integer value :=”<<val<<endl; 

} 

 

4.2 Proposed Clustering Algorithm  

Pseudo code of proposed algorithm is given below. 

Input: Software components with parameters 
Output: T Clusters 

Begin 

 T  Threshold Value defined by the user 

 Step1 

 K  Total number of clusters by considering each component as one cluster 

  If K less than or equal to T 

   Store Cluster into repository 

   End Algorithm 

  Else 

   For i  1 to 4 

    Parameters[i]  Input Component Parameters[i] 
   For i  1 to 4 

    For j  1 to value of Parameter[i] 

   Total_Number_of_Pairs  0 

   For i  1 to K-1 

   j  i + 1 

    For m  j to K 

     Pair[i]  (Component[i],Component[m]) 

     Total_Number_of_Pairs increment by one 

     Increment j by one 

   Sim[Pair]  0 

   Diff[Pair]  0 

   For i  1 to Total_Number_of_Pairs 
    For j  1 to 4 

If(value[Pair[i]Component[1]Parameter[j] == value[Pair[i]Component[2]Parameter[j]) 

Sim[Pair[i]] increment by one 

Else 

 Diff[Pair[i]] increment by one 

   Pair_Of_Maximum_Similarity  Sim[Pair] of Maximum Value 

   Combine two components of Pair_Of_Maximum_Similarity 

   Considered two combined components as one component 

   Go to step1 

End 

Steps of clustering algorithm are given below. 
1. Each component considered as one cluster and 

check if total number of clusters less than or equal to 

threshold value then stop algorithm otherwise go to step  

2. Read parameters of each component and create 

associative file for each component. 

3. Make pairs of components. 
4. Compute Similarities and differences. 

5. Combine two components into one cluster then 

go to step 1. 
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5.     RESULTS AND DISCUSSIONS 

Eight software reusable components had been taken 

to evaluate the proposed clustering algorithm. We 

applied this algorithm on these eight software reusable 

components to cluster these components according to 
their parameters. The threshold value in this scenario 

was 4. Threshold value 4 means, we had 4 clusters at 

the end. Here we present the first iteration of algorithm 

on these eight software reusable components. (Table-4) 

shows the eight components with their parameters.  

 
Table 4. Input Software Components with Parameters 

 
Co

mpo

nent 

Category 
Langua

ge 
Platform 

Programmi

ng 

Technique 

1 C++ Feature C++ Windows Structured 

2 Game C++ Windows Simple 

3 Algorithm C++ Windows Simple 

4 Full Project C++ Windows OOP 

5 Utilities C++ Windows Simple 

6 Utilities Java 
Windows, 

Unix, Linux 
OOP 

7 Utilities C 
Windows, 

Unix, Linux 
Simple 

8 Algorithm Julia 
Windows, 

OS X, Linux 
OOP 

 

As we considered each component as one cluster so 
initially we had eight clusters and our threshold value 

was 4 so we moved toward next step that was 

associative file creation. In Table 5 associative file of 

these eight components are given.  

 

The pairs of associative file given in (Table -5) are 

given below.  

(1, 2), ( 1, 3), ( 1,4), ( 1,5), ( 1,6), ( 1,7), ( 1,8), ( 2,3),      

( 2,4), ( 2,5), ( 2,6), ( 2,7), ( 2,8), ( 3,4), (3,5), ( 3,6),        

(3,7), ( 3,8), (4,5), (4,6), (4,7), (4,8), (5,6), (5,7), (5,8), 

(6,7), (6,8), (7,8). 

 
Similarity and difference values that were calculated for 

the above pairs are given in (Table-6). 

 

According to the similarity values given in table 6, 

three pairs had higher similarity values then the other 

pairs. These were (2,3), (2,5) and (3,5). Now we had to 

take one pair and combined the files of the pair. As we 

had three pairs having same higher similarity so we 

applied “first come first serve” rule to take one pair. So 

according to this rule we took first pair that is (2,3) and 

combined the components 2 and 3. These two combined 
components considered as one component in next 

iteration. Therefore we had 7 components in next 

iteration which means we had 7 clusters at the start of 

next iteration. Similarly in each iteration, number of 

clusters decreased by one. This process remained 

continue until number of clusters became equal to 

threshold value. In the given scenario, after four 

iterations number of clusters became equal to the 

threshold value. (Table-7) shows the software reusable 

components after clustering. After getting results, we 

transformed these results in the form of graphs. (Fig. 2) 
shows these results. Bar chart was used to draw graph. 
 

Table 5. Corresponding Files of Input Software Components 

 

Component Category 
Langua

ge 

Platfo

rm 

Programming 

Technique 

1 1 2 1 2 

2 4 2 1 1 

3 5 2 1 1 

4 2 2 1 3 

5 3 2 1 1 

6 3 2 2 3 

7 3 1 2 1 

8 5 4 3 3 

 
Table 6. Similarities and Differences Values 

 

Pairs 
Similarit

ies 

Differen

ces 
Pairs 

Simil

arities 

Differ

ences 

(1, 2) 2 2 (3,5) 3 1 

(1, 3) 2 2 (3,6) 1 3 

(1,4) 2 2 (3,7) 1 3 

(1,5) 2 2 (3,8) 1 3 

(1,6) 1 3 (4,5) 2 2 

(1,7) 0 4 (4,6) 2 2 

(1,8) 0 4 (4,7) 0 4 

(2, 3) 3 1 (4,8) 1 3 

(2,4) 2 2 (5,6) 2 2 

(2,5) 3 1 (5,7) 2 2 

(2,6) 1 3 (5,8) 0 4 

(2,7) 1 3 (6,7) 2 2 

(2,8) 0 4 (6,8) 1 3 

(3,4) 2 2 (7,8) 0 4 

 

Table 7. Software Reusable Components After Clustering 

 

Cluste

rs 

Com

pone

nt 

Catego

ry 

Lang

uage 

Platfor

m 

Programmi

ng 

Technique 

1 1 
C++ 

Feature 
C++ 

Windo

ws 
Structured 

2 

2, 

3,5,6,

7 

Game, 

Algorit

hm, 

Utilitie

s, 

C++, 

Java, 

C 

Windo

ws 
Simple, OOP 

3 4 
Full 

Project 
C++ 

Windo

ws 
OOP 

4 8 
Algorit

hm 
Julia 

Windo

ws, OS 

X, 

Linux 

OOP 
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Fig. 2. Graphical Results of Clustering 
 

6.            CONCLUSION  

The usage of software reuse is increasing day by 
day in software engineering so that’s why the graph of 

importance of software reuse is growing. But the 

problem is to store software reusable components in a 

symmetric way. To solve this issue component must be 

classified in an efficient way. Classification is done in 

many ways but clustering is very effective technique for 

classification. So we propose a framework to understand 

the process of clustering. This framework consists of 

two main processes that are threshold process and 

clustering process. In threshold process, threshold value 

is compared with total number of clusters. If total 

number of clusters are less than or equal to threshold 
value, it means we achieve our required clusters and the 

process ends. But if total number of clusters is greater 

than threshold value then we proceed toward next 

process that is clustering process. In clustering process 

first we read the parameters attached with source code 

then we create associative file of software reusable 

components. After making associative file, we make the 

pairs of components from associative file. Then we take 

all pairs one by one and computer similarities and 

differences. After this we take one pair having higher 

similarity value then the other pairs and combine the 
components of that file. Then we move towards 

threshold process. For giving the practical shape to 

framework, we propose clustering algorithm and take 8 

components to evaluate proposed clustering algorithm.  

Our future aimed to generalize proposed clustering 

process. In proposed framework software components 

are clustered with specific format so later on we want to 

cluster software components without specific format 

and parameters for clustering software components 

extract at runtime. Another aim to analyze proposed 

algorithm is by making simulation in MATLAB and do 

statistical analysis. 
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