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1.    INTRODUCTION 

Micro blogging services have gained strong 

attention in modern era. Currently, there are about 2.34 

billion users connected via virtual communities (The 

Statistics Portal, 2016). These networks give the benefit 

of worldwide connectivity, information sharing, 

targeted advertising and faster communication. 

Different micro-blogging sites like Facebook, LinkedIn, 

Google+ and Twitter are the popular sources for 

connecting people from various zones of the world. 

These computer-mediated tools have, interestingly, 

become the need of different fields including education, 

business, sports, politics, etc. 

 

With the proliferation in virtual community sites 

(SNSs), Twitter emerged as a widespread micro 

blogging platform (Ibrahim and Yusoff, 2015). It 

facilitates users to post messages of length up to 140 

characters (called Tweets). Twitter is widely adopted by 

various people from different zones of world. With 645 

million active users and 800 million Tweets daily, 

Twitter has attained worldwide admiration in a very 

short time (Chang et al, 2013). Twitter uses the concept 

of followings and followers. Followings are the persons 

who share their ideas, moods or feeling. These Tweets 

are public in nature and can be viewed by all followers. 

Followers are the persons who can see the Tweets 

posted by the followings. Followers can reply or re-

tweet the followings. Twitter allows users to post or 

comment freely. 

It is observed that some people carry out offensive 

activities due to liberal nature of Tweets. Tweets against 

the religious scholars of any religion can make people 

offensive and can trigger serious reactions. Therefore, it 

is a matter of prime interest to observe the nature of 

Tweets and be able to predict offensiveness. Due to an 

immense number of Tweets, this prediction is quite a 

time taking process. Digging information from Tweets 

calls for developing automated tools based on machine 

learning algorithms. As there is no clear definition of 

offensiveness, currently it is one of the challenging 

problems. 
 

In this article, offensiveness in Tweets is predicted 

using text mining techniques for preprocessing of data. 

A comparative analysis of different machine learning 

classifiers, i.e., Support Vector Machine (SVM), Naïve 

Bays (NB) and Logistic Regression (LR) is performed. 
 

This article is structured as follows. Section 2 

describes the work related to offensiveness prediction. 

Research methods and related techniques are discussed 

in Section 3. Working of experimental tools and their 

results are presented in Section 4. A comparison of 

different machine learning classifiers is also elaborated 

in this section. In Section 5, conclusion and future 

directions of this research article are discussed. 
  

2. RELATED WORK 

Prediction of offensiveness is one of the major 

challenges for virtual communities. Several researchers 
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have addressed this challenge. In this work we focus on 

Twitter data only, sentiment analysis on which can 

determine the types of Tweets: positive, negative or 

neutral. Nature of Tweets can be further used to predict 

positivity and negativity on Tweets. Four approaches 

are used to predict types of Tweets: dictionary based 

(Fei et al., 2012), statistical based (Pender and 

Karunarathna, 2013), semantics based (Ostrowski, 

2015) and learning based (Khan et al., 2015). These 

approaches are used to develop a system for product 

reviews. 

 

Dictionary based approach is based on a dictionary 

of words with sentiment polarities, e.g., WordNet 

(Fellbaum, 1998), SentiWordNet (Rosenthal et al., 

2015) and SenticNet (Cambria, 2016). The dictionary is 

a repository of English language lexicons such as nouns, 

verbs, adjective and synonyms (Bhonde et al., 2015).  

Statistical based approach is used to assess the 

probability of sentiments from a set of documents called 

corpus using which the polarity (positive, negative or 

neutral) of opinions can be estimated. Moreover, this 

corpus is used as a model (Pender and Karunarathna, 

2013). The concept of point wise mutual information 

(PMI) is used to find co-occurrence frequencies in Alta 

Vista search engine. Semantic orientation has been 

implemented using this PMI (Turney et al., 2003). 

Although, this is a good technique for sentiment 

analysis but it needs large corpus, which is a big 

problem. 
 

Semantic based approach is similar to dictionary 

based approach and works on the basis of matching 

synonyms. However instead of words, synonyms are 

matched. Different web applications have been 

implemented using semantic based technique, e.g., 

WordNet Ostrowski, (2015). This approach has been 

used in to device a tool that extracts data from multiple 

sources into a single schema (Vlach et al., 2003). 

Learning based approach is based on machine learning, 

in which opinions are input and sentiments are output. 

(O'Hare et al., 2009) has used this approach to predict 

stock exchange using supervised learning. Their 

predictions were based on topic dependent sentiment 

analysis using Naïve Bays and Support Vector Machine 

classifiers to extract data. 

 

Offensiveness has been predicted in three large 

online discussion communities, viz., CNN, Breitbart and 

IGN, by examining the profiles. Such interaction 

patterns in these online communities have been 

characterized by investigating the previous history of 

persons, i.e., when they joined these communities and 

when they get banned (Benevenuto et al, 2010). 

(DeAndrea et al., 2011) has worked to identify 

offensive words like spam, rumors, narcissism and self-

marketing attitude in Facebook. Negativity has been 

predicted into three dimensions, i.e., reacting to 

negative Tweets, not posting comments to one’s status 

and seeking communal support. In our work, we use a 

hybrid technique using dictionary based approach by 

combining three large online dictionaries (WordNet, 

SenticNet and SentiWordNet). We apply text mining 

approaches like text preprocessing, stop word removal, 

stemming, negation rule and tokenization. Finally a 

comparative analysis between different machine 

learning classifiers (Support Vector Machine, Naïve 

Bays and Logistic Regression) is made. 

 

3. RESEARCH METHODOLOGY 

The pragmatic demonstration of our work, from data 

collection using Twitter search and stream API to 

analysis and results has been distributed in the following 

main steps. 

 

Data Collection 

We collected data using ‘sentiment viz’ tool against 

the keyword ‘USA PRESIDENTIAL ELECTION 2016’ 

from both search and stream APIs of Twitter. Our 

dataset consists of 3946 unique Tweets for a period of 

42 days, from May, 5 2016 to June 17, 2016, thus 

averaging 95 Tweets per day. (Fig 2 and 3) illustrate 

examples of positive and negative Tweets and 

comments. 

 
Fig.1: An example of a positive Tweet. 

 

 
Fig.2: An example of a negative Tweet. 

 

Preprocessing 

Preprocessing is used for the classification of data, 

so that it can be analyzed. This task contains mainly 

tokenization, feature extraction and data cleaning. 

Tokenization is the process of segmenting the text data 

into tokens. These tokens consist of words, phrases, 

symbols and other meaningful text. Tokenization works 

as an input for future processing (Bird, 2006). 

 

Feature Selection 

Feature selection is the technique used for automatic 

selection of attributes relevant to predictive modeling of 

dataset. It reduces training time, improves accuracy and 

decreases redundancies (over-fitting). Feature selection 
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assigns a score to all features, which are based on an 

evaluation function (Ikonomakis et al., 2005). 

Information Gain (IG) is the technique used to assign 

scores based on their features. It is computed on term, t, 

as (Sui, 2013), 
 

𝐈𝐆(𝒕) =  ∑ 𝐏(𝒄𝒊)

𝒎

𝒊=𝟏

. 𝐥𝐨𝐠 𝐏(𝒄𝒊) +  𝐏(𝒕) ∑ 𝐏(𝒄𝒊|𝒕)

𝒎

𝒊=𝟏

. 𝐥𝐨𝐠 𝐏(𝒄𝒊)

+ 𝐏(𝒕) ∑ 𝐏(𝒄𝒊|𝒕)

𝒎

𝒊=𝟏

. 𝐥𝐨𝐠 𝐏(𝒄𝒊|𝒕), 

 

Where P(ci) denotes prior probabilities of categories 

set, i.e., (c1, c 2, c 3,…,cn) and P(t) represents the prior 

probability of term t. 

 

Classification through Supervised Learning 

From the Tweet data, we determine offensiveness 

using Supervised learning in different machine learning 

classifiers, which are implemented and results 

compared. Brief introductions of Naïve Bays (NB) and 

Support Vector Machine (SVM) are given next. 

 

Naïve Bays Classifier: 

In Naïve Bays, patterns are matched by examining 

sets of categorized documents. It is a probabilistic 

classifier that matches the data with a bag of words. It 

streamlines the learning by classifying the features in an 

independent class. Accuracy of Naïve Bay is 

independent of feature dependencies on classes (Rish, 

2001). Text categorization can be viewed in the context 

of subsequent documents probabilities, i.e.,P(𝑐𝑖|𝑑𝑗), 

where the probabilities of jth. document are represented 

in vectors. The weight vector is 𝑑𝑗 =<

𝑞1𝑗  , 𝑞2𝑗 , … , 𝑞|𝑇|𝑗 >, where 𝑞𝑘𝑗 is the weight of kth. 

feature in document belonging to class ci. Naïve Bayes 

classifier is used to measure posterior probabilities, 

given as (Pak and Paroubek, 2010), 
 

𝐏(𝒄𝒊|𝒅𝒋) =
𝐏(𝒅𝒋|𝒄𝒊)𝐏(𝒄𝒊)

𝐏(𝒅𝒋)
. 

 

ci denotes the posterior probability to select a 

random (arbitrary) document, P(dj) is the probability of 

chosen arbitrary document that has the weight vector dj 

and P(dj|ci) is the conditional probability of the 

document dj which is the member of class ci.  The 

estimation of P(dj|ci) is complex and done as 
 

𝐏(𝒅𝒋|𝒄𝒊) =  ∏ 𝐏(𝑾𝒌𝒋|𝒄𝒊).

𝑻

𝒌=𝟏

 

 

Support Vector Machine: 

SVM works to minimize structural risk. The major 

aim of this risk minimization is to determine a 

hypothesis to confirm minimum possible errors. 

According to the principles of risk minimization, 

training error and difficulty of hypothesis can be used 

for bounded true error. SVM is used to make resultant 

hypothesis free from true errors by maintaining its 

dimensions effectively. These dimensions can be 

represented in the context of Vapnik-Chervonekic or 

VC dimensions (Karpinski, et al., 1997). 
 

Finding the maximum margins is formally 

represented as (Gunn, 1998), 
 

𝐦𝐢𝐧𝐢𝐦𝐢𝐳𝐞𝒘,𝒃 < 𝒘. 𝒘 > 
 

𝒚𝒊(<  𝒘. 𝒙𝒊 >  + 𝒃 ) ≥  𝟏   ;  𝐢 =  𝟏, … , 𝐥. 
 

Here 𝑥𝑖 is used as input vector and ‘1' exhibits 

training examples. Also 𝑦𝑗 is the required output. For 

ease, the above mathematical problem can be 

reformulated as: 
 

𝑳(𝒘, 𝒃, 𝜶) =
𝟏

𝟐
< 𝒘. 𝒘 > − ∑ 𝜶𝒊[𝒚𝒊(< 𝒘𝒊. 𝒙𝒊 > +𝒃) − 𝟏]𝑰

𝒊=𝟏 , 
 

where 𝛼𝑖>0 is Lagrange multiplier. This equation 

can be expressed in context of w and b. After 

substituting values, new equation can be formulated as 
 

𝑳(𝒘, 𝒃, 𝜶) = ∑ 𝜶𝒊

𝑰

𝒊=𝟏

−
𝟏

𝟐
∑ 𝒚𝒊𝒚𝒋𝜶𝒊𝜶𝒋 < 𝒙𝒊𝒙𝒋 >

𝑰

𝒊,𝒋=𝟏

. 

 

The instance 𝑥𝑖 represents the new feature space 

of 𝑥𝑗. The dimensional spaces 𝑥𝑖 and 𝑥𝑗 are used for 

dual formulation of product, which are the kernel 

functions. 
 

4. EXPERIMENTS AND RESULTS 

Response Volume over Time 

 The distribution of the collected data (3946 unique 

Tweets) over 42 days is shown in (Fig-4), which 

indicates growing participation of people and decreasing 

infrequent peak levels. This data is categorized into 

three dimension, i.e., positive, neutral and negative and 

shown in (Fig-5). 
 

 
 

Fig. 1: The distribution of Tweets over considered days. 
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Fig.4: Interaction trends on Twitter. 
 

Experimental Tool 

To predict offensiveness in Tweets, we developed an 

in-house tool using Python language, namely 

‘Interaction Pattern Predictor’ (IPP), which matches 

words specific to their categories, each one of which 

have weights assigned to them. Our tool uses a 

dictionary (a combination of WordNet, SenticNet and 

SentiWordNet) with 26112 words. This dictionary is 

distributed into six other source dictionaries containing 

positive (11078), negative (9097), neutral (373), ignore 

(578) prefixes (203) and offensive (4783) words. We 

focus on four sentiment categories, viz., positive, 

negative, neutral and offensive – weights of these 

categories are shown by result analyzer of our tool.  
 

Dataset View 

For searching data, ‘sentiment viz’ is invoked with 

multiple keywords that are separated by spaces (Kumar 

and Teeja, 2012). A dataset of Tweets along with 

additional information such as screen name, date and 

time is shown in (Fig-6). 
  

 
 

Fig.5: Tweets dataset view. 

 

Analysis and Results 

After training our tool, the sentiments in Tweets are 

observed and categorized into four dimensions, viz., 

negative, positive, neutral and reclusive. (Fig-7) 

illustrates the results, in which about 48% Tweets have 

positive sentiments. 
 

 
 

Fig.6: Tweet frequencies of sentiment categories. 

 

The results of the three classifiers (SVM, NB and 

LR) are evaluated in Weka tool using 10 folds cross 

validation technique. The performance of these 

classifiers is measured on precision (P), recall (R) and 

F-measure (F). P, R and F are defined next: 

 

𝑷 =
𝑻𝑷

𝑻𝑷 + 𝑭𝑷
, 𝑹 =

𝑻𝑷

𝑻𝑷 + 𝑭𝑵
, 𝑭 =

𝟐𝑷𝑹

𝑷 + 𝑹
 

 

Where TP is true positive (predicted and actual 

value both true), FP is false positive (predicted and 

actual both false) and FN is false negative (predicted 

false and actual true). The results of SVM, NB and LR 

are listed in (Table 2). 
 

Table 1: Performance of classifiers 

 

Classifier Precision Recall F-measure 

SVM 0.886 0.898 0.898 

NB 0.811 0.826 0.816 

LR 0.762 0.858 0.754 

 

Our results are based on streaming API, which uses 

library ‘movie reviews’ of natural language toolkit 

(NLTK). Different classifiers use these reviews and 

tested against them. Streaming API provides 

informative features and polarity values: for our case 

this information is presented in (Fig-8). 
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Fig.8: A comparative analysis of classifiers used. 

 

The accuracy of the tested classifiers, SVM, LR and 

NB is 87.43%, 83.70% and 82.71% respectively. 

 

5. CONCLUSIONS 

In this article, we have predicted offensiveness in 

Tweets using text mining techniques. As compared to 

the current state-of-the-art works, we focus on Tweets 

that have enabled strong connectivity between virtual 

communities though with limitations of expression 

lengths. These limitations reflect core ideas of 

individuals but under stress of being misunderstood.  
 

For our purpose, we have developed an in-house 

tool, IPP (in Python language), which can analyze 

sentiments in Tweets. In case of negative sentiments, it 

can further discriminate between being offensive or not. 

For interaction trends prediction, our tool uses 

streaming API, and uses a feature set of 5000 most 

popular words for training and testing our algorithm. 

We have also compared performance of three machine 

learning classifiers, viz., Naïve Bays, Support Vector 

Machine and Logistic Regression. 
 

For our tool, we have used a larger combination of 

three online available dictionary sources; hence our 

results are more trust worthy and comprehensive than 

existing works. As a future work, we intend to improve 

validation of our results by incorporating data from 

various virtual community networks such as Facebook, 

Twitter, YouTube and LinkedIn. Also our tool will be 

extended by embedding in it, the psychological disorder 

model, FFM. 
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