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Abstract: Computer networks have several issues such as insertion attacks, denial of service attacks, traffic 

jamming, and unauthorized access. Due to these issues network security is most important. In a network, 

Distributed Denial of Service (DDoS) attacks may cause significant degradation of the performance of any 

application. It is very challenging to detect such attacks and undetected attacks are considered as a threat. This 

paper describes comparative analysis of Denial of Service attacks detection using Feed Forward Neural Networks 

and Autoencoders which are machine learning based approaches and are usually used for feature learning. 
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I. INTRODUCTION  

As the networks are evaluated, the number and type of 
network attacks is also growing. Among these attacks, 
Denial of Service or distributed denial of service attacks are 
used to bring a system down and these attacks are real threats 
in networks [21].   

DDoS attack is an attempt to make online services 
unavailable by overloading it with traffic from multiple 
sources. Although it is not new threat however, it is one of 
the major security challenges for service providers and their 
users. The urgency for rapid detection of DDoS attacks and 
proper management is dire need of networks today. In order 
to detect the DDoS attacks, the features selection and 
classification of DDoS attacks is possible through genetic 
algorithms and more complex algorithms such as neural 
networks [24]. The detection through neural networks and 
other machine learning techniques like, deep learning, which 
is a new dimension to mitigate the DDoS attacks in a 
networked environment. In this study, we examine the 
attributes of feed-forward neural networks and autoencoders 
that help in attack detection. 

The feed-forward neural networks have multiple layers of 
neurons. In these neural network information travels in 
forward direction only. A feed-forward neural network may 
have input nodes and hidden layers and output nodes. In the 
hidden layer sigmoid neurons are used. These neural 
networks are simple and easy to build and are also known as 
Multi-layered Network of Neurons (MLN).    

Autoencoders are also neural networks consisting of both 
encoder and decoder. Autoencoders are used for 
dimensionality reduction and data denoising. Autoencoders 
learn data patterns and extract useful features from data 
automatically. Auto encoders may have following types. 

 

 

 

1) Multilayer autoencoder 

2) Vanilla autoencoder 

3) Convolutional autoencoder 

4) Regularized autoencoder 

      a) Sparse autoencoder 

      b) Denoising autoencoder  
 
In a Multilayer autoencoder there are more than one 

hidden layers, In Vanilla auto encoder there is only one 
hidden layer. Both Multilayer and Vanilla autoencoders are 
fully connected. Convolution autoencoders are used for 
images means 2D data or even higher dimensional data. 
These autoencoders are not fully connected instead these are 
with convolutions. Regularized autoencoders further have 
two types. First type is spare autoencoder and other is 
denoising autoencoder. Sparse autoencoders usually learns 
features from data to perform classification task. The 
denoising autoencoder is mainly used for removing noise 
from images and then learn feature of images.  

 The purpose of this effort is to develop an alternate 
method for DDoS attack detection using characteristics of 
neural networks to perform the feature extraction and feature 
selection and other machine learning techniques such as 
autoencoder to address safety risks. This work chose a 
feedforward neural network and another regularized sparse 
autoencoder which uses a loss function and is used for 
detection of DDoS attacks as well as it performs 
classification of these attacks.    

II. RELATED WORKS  

 
Hop-count filtering (HCF) is the mechanism to prevent 

Internet Protocol (IP) Spoofing attack.  There is a process of 
frequently adding/removing network components on a cloud. 
However, this task of components’ up gradation in a cloud is 
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complex. In a Platform as a Service (PaaS) layer HCF can be 
used to check which IP addresses are legitimate and which 
are not. One of the major drawbacks under this mechanism 
is; the attacker can build its own IP2HC mapping to avoid 
HCF [4]. 

Yang et al. [2] proposed a model for the classification of 
DDoS attacks in a cloud by using a traceback mechanism. 
This mechanism allows only legitimate requests and blocks 
all other requests [18]. This traceback technique has a very 
large number of being false negative and another drawback 
of this approach is; it uses reactive approach instead of a 
proactive approach.  

Another proposed mechanism of IP Spoofing is trust-
based approach in the Infrastructure as a Service (IaaS) to 
detect those spoofed IP addresses. These addresses are used 
to access routers, but the process to detecting IP spoofing is 
specifically in distribution routers [5]. 

 A process of SYN cache approach to overcome the SYN 
flooding attack, proposed by Lemon is caused by packets 
flooding to the server and in response the handshaking 
process becomes incomplete. Increase in latency ratio can 
overcome this problem.  

SYN attacks are detected by another SYN cookies 
defense approach. When this approach is applied, the 
performance of cloud based system is degraded [6]. 

Smurf and Fragile attacks use the same protocol for 
authentication and are referred as reflection based attacks. 
The attacker does not send direct request to the server, it 
sends forged requests. An example of forged request is 
Internet Connection Messaging Protocol (ICMP) echo 
request. In response of the forged requests, the server sends 
response to the victim and in this way it exhausts victim’s 
resources. This kind of attack is difficult to prevent but can 
be minimized by two techniques, first by configuring routers 
in Infrastructure as a Service layer to disable IP-directed 
broadcast command. It cannot prevent smurf attack; 
therefore the second technique is to configure the operating 
system in Platform as a Service (PaaS) layer to prevent this 
kind of attack [7-10]. 

Fu and Shi [7] highlighted three mechanisms against the 
attack of Buffer overflow. In the first mechanism it is 
checked that at what time the source code can be written in 
Software as a Service (SaaS) layer. In the second mechanism 
array bounds are checked in a SaaS layer. The third 
mechanism is the runtime instrumentation in the SaaS layer. 
All these defense mechanisms compromise time 
consumption. 

J. Mirkovi’c [3] designed and developed a tool to detect 
and defend DDoS attacks. This tool is known as D-WARD. 
This tool restricts users to prevent attacks. It sometimes 
restricts legitimate users as well. Hence, it has limited 
adoption [12]. Due to limitations in D-WARD, it is 
recommended by researchers to defend at destination side by 
applying some mechanism which is used to protect DoS 
attacks [13]. 

Sachdeva et al, [12] discussed several problems which 
are available in DDoS attacks’ defense. It is indicated that if 
every request is checked then some cost is used to filter 
traffic. Sometimes, instead of detecting attacks, some 

legitimate users requests are also filtered which is not desired 
[12]. Several researchers developed other approaches to 
prevent DDoS attacks [25] [14-17]. However, these 
techniques are not able to alleviate DoS or DDoS attacks 
[19]. 

Ali et al. [26] used artificial neural networks (ANN) for 
denial of service attacks, distributed denial of service attacks 
and intrusion detection systems. The proposed method used 
the backpropagation algorithms. The CICID 2017 dataset is 
used for training neural network. Bayesian regularization 
detected both DoS and DDoS attacks efficiently with 99.6% 
accuracy while conjugate gradient descent has 97.7% 
accuracy. 

 

III. DDOS ATTACKS  

A serious threat to online organizations nowadays is 
DDoS attack. With these attacks legitimate users get 
degraded services, due to these attacks, some services are 
inaccessible [22]. Network congestion from source to 
destination, disrupts normal Internet operation and denial of 
services. It is still an open question to detect attack using 
relevant features. At present machine learning techniques are 
used to detect attacks. There is need to analyze fundamental 
features for detecting and classifying the category of attack. 

In a DDoS attack, usually some computers are used by 
attacker to attack other computers or servers. The attacker 
can take control of any computer, in which multiple hosts 
attack on a target. Attacker can take hold of any computer 
and from that computer it sends a large number of requests to 
a server or it may send large data to several email addresses. 
If the attacker uses many computers, then the attack is 
termed as “distributed” [1], [5]. 

A distributed denial of service (DDoS) attack is created 
using Internet into furcated end nodes to attack a network. 
Thousands of computer systems via Internet can be turned 
into “zombies” and used to attack other systems or website 
[6], [11]. By considering this it needs to analyze fundamental 
features for detecting and classifying the attack category. 

A distributed solution is required in Distributed P2P 
networks. DDoS problem is an active area of research that 
needs to be resolved .When users or hosts are prevented from 
utilizing a legitimate service provided by a system there 
emerges a Distributed Denial of Service (DDoS). Widely 
used method of generating a DDoS in a Distributed P2P 
network is through artificial exhaustion of resources, such as 
bandwidth, processor cycles, or memory.  

In a Distributed Denial of Service (DDoS) attack, a 
collective power of many hosts to exhaust the resources of a 
server system. A robust detection technique is required to 
detect a DDoS attack with high consistency at an early stage 
of the attack [23]. DDoS attacks grow in wide variety along 
with size and frequency. The frequency of today’s DDoS 
problem demands specialized and systematic attention in 
order to effectively lessen the attacks.  Actually, the DDoS 
attacks are of type distributed because of denial of services 
from majorities, and flooding of large quantities of packets. 
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Referring to discussed process, an attacker can be anyone 
with a certain knowledge and privileged access to 
information, with the master host. All he/she has to do is to 
enter a few commands, and the whole zombie army would 
awaken up and mount a massive attack against the target of 
his/her choice. When the DoS attack is originated from 
various source addresses, it is known as a distributed denial-
of-service (DDoS) attack. Typically, spoofed source 
addresses in a DDoS attack, or the actual addresses of 
compromised hosts, are used as “zombie agents” to launch 
the attack.  

 
An attack named blue screen freeze and crash results 

Bonk/teardrop in TCP/IP. The execution takes advantage of 
a known bug called “Ping of Death”. Ping of Death attack 
normally attacks on TCP/IP; the attacker uses the ping 
system utility to make up an IP packet and when the system 
receive a huge number of data such as  65,536 bytes allowed 
by the  specified IP, may crash or reboot. 

IV. FEED FORWARD NEURAL NETWORKS  

In a feed forward neural network information enters from 
the input layer then it is passed to some hidden layers and 
then finally it reaches to the output layer. The flow of 
information is straight from layer to layer and there is no 
feedback loop. Figure 1 shows the architecture of a feed 
forward neural network.  

 

 
Figure 1. Feed Forward Neural Network Architecture 

V. DEEP LEARNING ARCHITECTURES  

Machine learning has a subset named Deep learning that 
has networks which are capable of learning from 
unstructured data. There are several types of deep learning 
architectures. Some popular are enlisted here;  

• Unsupervised Pretrained Networks (UPNs) 

• Convolutional  Neural Networks (CNNs) 

• Recursive Neural Networks 

• Deep stacking networks 

• Long short-term memory / Gated recurrent unit / 

Recurrent Neural Networks 
Unsupervised Pretrained Networks are further 

categorized in three types of networks;   

• Autoencoders Neural Networks  

• Deep Belief Networks (DBNs) 

• Generative Adversarial Networks (GANs) 
Autoencoders are a type of feed forward neural networks 

used as dimensionality reduction algorithms.  

An autoencoder neural network has input layer, a hidden 
layer also known as encoding layer and an output layer 
called decoding layer. Preserving information as much as 
possible when an encoder/decoder pair runs input, but 
autoencoders also help in representing various properties of a 
dataset. Autoencoders give rise to their own labels from the 
training data. 

Autoencoders automatically learn from data examples 
thus, to train specialized instances of the algorithm that will 
perform well on a specific type of input becomes easy 
without any tiring effort, just the appropriate training data. 
Autoencoders are data-specific by nature which means they 
learn specific features of training data. An autoencoder 
trained for handwritten digits cannot be used for landscape 
images. Autoencoders are unsupervised machine learning 
algorithms.  

If an autoencoder has multiple hidden layers it is known 
a deep autoencoder. It is essential for deep autoencoders that 
the layer sizes have to be symmetric. By symmetric it means, 
the last and first layer has to have the same size, similarly the 
second last layer and the second layer has to have the same 
size likewise, corresponding layers must continue this 
symmetry which is essential for pre-trained networks. Deep 
autoencoders can be trained as a stack of single layer 
autoencoders. 

 

A. Autoencoder Architecture 

 
Autoencoder architecture is shown in figure 2. It has 

encoder, code and decoder. Here both encoder and decoder 
are fully-connected feed forward neural networks. Code is a 
single layer artificial neural network.  

 
Figure 2. Auto Encoder Architecture 

 
This is a detailed visual representation of an autoencoder.  

At first, the input is supplied to encoder, which is a fully-
connected Artificial Neural Network (ANN), to generate the 
code. The decoder, containing architecture similar to ANN 
structure, produces the output only using the code. The aim 
is to get an output identical with the input. The decoder 
architecture is the mirror image of the encoder. It is just a 
typical case not a requirement. There lies the restriction of 
the dimensionality of input and output to be the same. 
Anything in the middle can be played with. The loss function 
maps a 28x28 grid to real numbers like 784. 
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Before training an autoencoder, following four 
hyperparameters are needed to be set:  

 
Code size: Number of nodes in the middle layer. More 

compressions are due to smaller size. 
 
Number of layers: Depth of autoencoder can be of your 

choice. In the figure above we have two layers; the encoder 
and decoder, rather taking input and output into account. 

Number of nodes per layer: The autoencoder architecture 
considered here is called a stacked autoencoder since; the 
layers are stacked one over other. The stacked architecture of 
autoencoders looks like a “sandwitch”. Nodes per layer 
decreases with each subsequent encoder layer, and increases 
back in the decoder. Symmetry follows in terms of layer 
structure for both encoder and corresponding decoder. As 
noted above this is not necessary and there is flexibility in 
parameters handling. 

 
Loss function: we consider mean squared error 

(mse) or binary cross entropy. If the input values are in the 
limits [0, 1] then we use cross entropy, else the mean squared 
error.  

Autoencoders are trained via back-propagation similar 
the way as ANNs. 

 

VI. EXPERIMENTAL SETUP 

 
In this research work KDD-CUP99data set is used. It 

contains data which includes both normal requests and 
DDoS attacks. KDDCUP99 is accessible via MIT Lincoln 
lab which is located in Lexington, Massachusetts. It is a 
research center of United States department of Defense. The 
datasets consists of several records, each record has 42 
fields. Among these fields first 41 fields indicates the 
features such as duration, protocol_type, service, flag, 
src_bytes, dst_bytes, etc.  The last field indicates the attack. 
There are several attacks types such as neptune, smurf, 
teardrop etc. The KDD data set contains both symbolic and 
continuous data. To make it Matlab compatible, symbolic 
data fields are replaced with the continuous data. The 
symbolic data includes protocol types, service types, flags 
and attacks type. Protocol types and service types are 
replaced with values like tcp=1, udp=2, icmp=3, http=4, 
smtp=5. In the data set there are more than 65 protocol types. 
There are total ten error flags and are replaced with values 
like S0=1, SF=2, S1=3, REJ=4, S2=5, RSTO=6, S3=7, 
RSTR=8, SH=9, and OTH=10. There are more than twenty 
attacks types and are replaced with values like normal=1, 
smurf=2, neptune=3, teardrop=5, pod=6,  land=7, etc. Here 
we design two types of neural networks (1) Feedforward 
Neural Netowkrs with 20 neurons in hidden layer and five 
neurons in output layer. In hidden layer a sigmoid transfer 
function is used while in output layer a linear transfer 
function is used. (2) Autoencoder is rained with hidden layer 
of size 20 neurons. For decoder a linear transfer function is 
used. L2 weight regularizer is set to 0.001, sparsity 
proportion is set to 0.05 and sparsity regularizer is set to 4.  

A. Feedforward Neural Network 

 
 The first neural  network is designed using feedforward 

neural networks using one hidden layer with 20 neurons and 
sigmoid transfer function [20] and an output layer with 5 
neurons and a linear transfer function as shown in figure 3. 
Since majority of the requests include either normal or, 
neptune and smurf attacks. Here normal indicates that there 
is no attack.  Therefore, for simplicity the attacks are 
classified in five classes. Therefore the output layers consist 
of only five neurons.  

 

 
Figure 3. Feedforward Neural Network 

 

 

B. Deep network using Autoencoders  

 
As shown in figure 4 Autoencoder consists of both 

encoder and decoder. Encoder has 20 neurons with sigmoid 
transfer function while decoder has 41 neurons with linear 
transfer function. Since in autoencoders the input is the same 
as output. Therefore we have 41 inputs and 41 outputs. This 
autoencoder performs the features learning task. However it 
is not sufficient to provide reliable accuracy using only this 
layer.  

 

 
Figure  4. Autoencoder with 41 inputs and 41 outputs 

 

In order to get more accurate predictions accuracy, 
Another layer of auto encoders is designed which has 20 
neurans in encoder and 20 neurans in decoder. As shown in 
figure 5, there are 20 inputs as well as 20 outputs. Here is the 
architecture of the second autoencoder which learns uses the 
features already learned by the first layer of autoencoder and 
also learns more features. 
 

 
Figure 5. Autoencoder with 20 inputs and 20 outputs 

 

After these two autoencoders a softmax layer is designed. 
Fig 6 shows the architecture of the softmax layer.  Softmax 
layer has twenty inputs and five outputs. It has total 5 
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neurons. The softmax layer normalizes the outputs obtained 
from autoencoders.  

 

 

Figure  6. Softmax layer with 20 inputs and 5 outputs 

 

Finally, stack the encoders and the softmax layer to form 
a deep network as shown in figure 7. It has 41 inputs which 
are the features in the KDD CUP 99 data set and 5 outputs 
which are classes of attacks.  

 

 
Figure 7. Deep network with 41 inputs and 5 outputs 

 
In the KDD Cup 99 data set there are total 22 classes of 

attacks. However in this research these classes are merged 
and only five classes are considered.  

VII. RESULTS 

Here a confusion matrix is shown in figure 8 to describe the 

performance of FeedForward Neural Network classifier on 

KDD-CUP99 data set for which the actual values are 

known. In KDD-CUP99 there are more than twenty classes 

of attacks. For simplicity, in this paper these attacks are 

classified in five categories. The first category shows the 

normal requests which means that there is no attack. The 

second category shows Neptune attacks, third category 

shows smurf attacks fourth category shows teardrop and 

fifth category indicates all other attacks. 

 

Figure 8 shows that for the first class which is the class of 

normal requests there are total 231 misclassifications. For 

Class 2 there are total 19 misclassifications. For third class 

there are total 6 misclassifications. For fourth class there are 

total 9 misclassifications and for fifth class there are total 

410 misclassifications.  
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Figure 8. FeedForward Neural Networks Confusion Matrix 

 

In the confusion matrix 19.6% shows that among all 

requests in the data set, 19.6% belongs to first class i.e. 

normal requests and are correctly classified. In the seconds 

row and second column 56.8% shows that among all 

requests available in the data set 56.8% requests belongs to 

class two i.e. Neptune attacks and are correctly classified. In 

the third column and third row the number 21.7% shows 

that these requests belongs to the third class and are 

correctly classified. Also it indicates that 21.7% of the 

whole data set belongs to the third class. 

Figure 9 shows the confusion matrix for Autoencoders. 

Accuracy obtained by using autoencoders is 100%. 

Although there are some misclassifications in first class, 

second class and fifth class. However the number of 

misclassifications is very small. The results in confusion 

matrix indicates that first, second and fifth class have 70, 

05and 127 misclassifications respectively.  
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Figure 9. Autoencoders Confusion Matrix 

 

These results indicate that there are more misclassifications 

when FeedForward Neural networks are used as compared 

with the autoencoders. This is due to the fact that 

autoencoders have more hidden layers to extract features at 

multiple levels. For feed forward neural network the total 

number of misclassifications for all classes is 675 which is 

approximately 0.1% of the requests available in the KDD 

CUP dataset. Autoencoders classified all attacks types 

successfully, there are only 202 misclassifications.   
 

VIII. CONCLUSION AND FUTURE WORKS  

In this paper we have compared performance of 
FeedForward Neural networks and autoencoders to detect 
and classify DDoS attacks. Since autoencoders use multiple 
layers, therefore they perform the feature learning in more 
efficient ways as compared with the feature learning with 
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FeedForward Neural networks. Performance accuracy of 
autoencoders is 100% while the performance accuracy of 
feedforward neural ntwork is 99.9%.  

Future researchers can use other type’s data sets and can 
develop various architectures of autoencoders to test 
accuracy of these deep networks. 
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