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Abstract: Purchasing a house or plot has become a complicated task for an average person due to budget constraints 

and market situation. An individual does not know the prices of the plots and gets trapped by middle man. This 

paper proposes a solution for this problem by predicting the plot prices using machine learning approach, 

leveraging Multiple Linear Regression, Gradient Boosting Regression, and Random Forest regression techniques. 

This work compares the performance of these three algorithms by hyper-parameter tuning using gird search, and 

random search for checking which one is adequate in terms of 𝑅2 scores and error rates. Factors that influence the 

prices of the plots include plot covered area, physical condition of the plot, area, and population. Gradient boosting 

regression has surpassed all other machine learning methods, achieving the lowest error rates and highest R-squared 

score of 0.987 with grid search. The resultant predictive systems can help the folk in three ways. 1) safety from 

deception 2) budget oriented instant information, and 3) time saving. 
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I. INTRODUCTION  

Property buying and selling is an important economically 
factor. Buying or selling the plot, for an average person, is a 
difficult task because he/she does not know the price of the 
plot due to his/her limited market insight. People spend their 
lives saving money to buy a plot but unfortunately some of 
them get trapped by fraudulent. They purchase the plot at the 
higher cost in comparison to the actual price of the plot which 
is very low, in actual. Similarly, less aware people sell their 
plot at lower cost. The objective of this study is to solve the 
problem of the plot prices for the sellers/purchasers where 
they can easily assess actual price of the assets under 
consideration. 

 
This paper proposes the solution of the problem by 

developing a system that can forecast the plot price. As plot 
prices are real values, therefore, multivariate regression 
techniques are better choice to apply for estimating the cost of 
a plot, given plot parameters. Three models are developed 
using multiple linear regression, gradient boosting regression, 
random forest regression and are tuned by hyper-parameters 
using grid search and random search for this work, using 
Multan City Plotting data-set. That predictive models are 
developed with the help of data-set splitting method. Finally, 
the performance metrics of these models are evaluated using 
𝑅2 score, MAE, MSE, and RMSE methods. These methods 
are employed to compare the model’s performance without 
optimization and with optimization for checking which model 
is adequate in terms of 𝑅2, and error values. 

 
 The figure 1 demonstrates the work that adopted to carry 

out for prediction without the optimization, starting from the 
selecting the data-set up to errors evaluation. 

 
 

 
  Figure 1: Generalized Model Building Approach 
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II. LITERATURE REVIEW 

The related researches have been introduced in the recent 

years. These researches have addressed the issue for the 

individual one who does not know actual price of plot. Due to 

limited market insights, he/she might not sell/purchase their 

plot at low/high cost.  

 Sudhir N Dhage et al. [1] have addressed the issue about 
the price of houses in Mumbai city by applying the linear 
regression machine learning algorithms for prediction. The 
data-set was obtained from the government. The authors 
claimed that the difference between predicted prices and 
actual prices is 0.3713. Vivek Singh Rana et al. [2] have used 
support vector regression, XGBoost regression, decision tree 
regression, and random forest regression to predict the house 
prices. They considered major features such as location, size, 
society, availability, price, balcony, bath, and total sqft in the 
Bangalore city having 13320 samples (Kaggle data-set). They 
reported that decision tree model is highly prone to over-
fitting (99% training data and 29% on testing data) whereas 
XGBoost found better, achieved 90% on training data and 
63% on test. Sifei Lu et al. [3] have developed hybrid lasso, 
gradient boosting regression, and ridge regression models to 
predict individual house price. They have considered 
parameters such as location, size, house type, build year, and 
local amenities for prediction. These models have employed 
on as Kaggle competitions. They reported that hybrid 
regression produced 0.112 score (test data) by the 
combination of lasso regression (65%), and gradient boosting 
(35%).  Neelam Shinde et al. [4] used the logistics regression, 
lasso regression, SVM, and decision tree regression machine 
learning algorithms for prediction of the house prices based 
on the physical parameters like location, area, material etc. in 
India. They have collected the data-set from the Kaggle which 
consisted of 3000 samples and 80 features. The authors have 
compared the models based on the performance metrices such 
as 𝑅2, MAE, MSE, and RMSE. The reported that decision tree 
proved to be better than other algorithms having 𝑅2 score of 
0.99 and low error rates. The lasso achieved 𝑅2 of 0.81, SVR 
(0.968), and LR (0.987). CH. Raga Madhuri et al. [5] 
developed house prediction models using MLR, ridge 
regression, lasso regression, elastic net regression, gradient 
boosting regression, and Ada boosting regression. They 
collected the data-set from the Vijayawada in India. They 
reported that gradient boosting regression algorithm-based 
model proved to be the best, achieving 0.91 accuracy. The 
Danh Phan in [6] used linear regression, polynomial 
regression, regression tree, neural network, step-wise & SVM, 
step-wise tuned SVM, PCA & SVM and PCA & tuned SVM 
for forecasting house prices in the Melbourne city of 
Australia. Data-set (Kaggle) which consisted of 34,857 
samples and 21 features. The author has used step-wise, 
boosting, and PCA for data reduction and transformation. The 
author reported that the step-wise & tuned SVM has proved to 
be best, achieving 𝑅2 score of 0.56 (0.0480 on trained MSE 
and 0.0561 on evaluation MSE).  

III. DEVELOPED SYSTEM/METHOD 

This section describes the adopted experimental method to 
carry out this work. There are six steps as shown below in 
figure 2. 

 

 
Figure 2:Plot price prediction system Architecture 

A. Data-Collection 

Data-set has been collected from Multan city in Pakistan. 
The data-set consists of two hundred eight samples that 
narrate 14 properties of a plot. Out of fourteen attributes, 
Colony, Phase, Block, Zone, Size in Marla, Side, Park 
Facing, Market Facing, Near Mosque, Near School, 
Electricity, Natural Gas, and WASA attributes are 
independent while Price is dependent variable. The data-set 
have all non-null values. The thirteen attributes of the data-set 
all have numerical values and remaining one attribute is of an 
object data type. The data-set attributes and their description 
are given in table 1.  
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                                                  Table 1:Feature Description Table 

 

B. Data Pre-processing 

The data-set pre-processing is an important process while 
building regression-based models. In the first instance, the 
independent variables are normalized using the Min-Max 
Scalar. Normalization scales down the input/function 
variables separately between the 0 and 1 range. The formula 
of Min-Max Scalar is: 

𝑧 =
(𝑎 − 𝑚𝑖𝑛)

(𝑚𝑎𝑥 − 𝑚𝑖𝑛)
   

 

 
(1) 

 
Secondly, the normalized data-set is split into training and 

testing parts with the ratio of 8:2 respectively. Eventually, 166 
records are used for the training and 42 entries are utilized for 
the testing purpose [7]. 

 

 

 

C. Machine Learning Algorithms 

Three popular regression machine learning algorithms have 

been employed, for this work, to develop predictive models 

[7][5]. The description of these algorithms are as follows. 

1) Multiple Linear Regression 

Regression is divided into two parts simple linear and 

multiple regression. Multiple Linear Regressions is used to 

find relationship between a dependent variable and multiple 

independent variables [8]. The mathematical expressions are 

shown below. 

 

y = 𝑚𝑥 +  𝑐 
 

(2) 

𝑚 =
(𝑦 − 𝑦1)

(𝑥 − 𝑥1)
 

 

(3) 

Attributes Description Type 

Colony   Attribute that describes the address of the street (name) 
where plot is located   

Non-Numerical 

Phase Attribute that describes the number of phases in plot’s 
area/town  

Numerical 

Block Attribute that describes the number of blocks in that 
area/society  

Numerical 

Zone Attribute that describes the number of zones in that area Numerical 

Size in Marla    Attribute that describes the size of plot in marla. Numerical 

Side Attribute that describes the sides of the plot that are present. Numerical 

Park Facing Attribute that describes the availability of park in that area   Numerical 

Market Facing  Attribute that describes the availability of park in that area Numerical 

Near Mosque Attribute that describes the availability of Mosque in that 
area 

Numerical 

Near School Attribute that describes the availability of school in that area Numerical 

Electricity Attribute that describes the availability of electricity for the 
plot in a society 

Numerical 

Natural Gas Attribute that describes the availability of Natural Gas for the 
plot in a society 

Numerical 

WASA Attribute that describes the availability of WASA for the plot 
in a society 

Numerical 

Price Attribute that describes the price of the plot in that society Numerical 
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𝑦 = 𝑎0 + 𝑎1 𝑥1 + 𝑎2 𝑥2 + 𝑎3 𝑥3 +∙∙∙∙ +𝑎𝑛 𝑎𝑛 +∈ 
 

(4) 

 

The equation (2) represents the hypothesis function for linear 

regression where ‘m’ represents that slope of the line whereas 

‘c’ denotes the intercept. The equation (3) represents the slop 

equation. The equation (4) is the expanded form of equation 

(2) representing the multiple linear regression. Here ‘a1’, ‘a2, 

and ‘a3’ are the coefficients of the line (combinedly 

representing the slope) and ‘a0’ is the intercept point. 

2) Gradient Boosting 

Gradient boosting is one of the stronger algorithm in 

ensemble learning. It is used in both classification and 

regression to solve the structuring predictive problems. The 

hypothetical theory narrates that it produces the better results 

when compared to the other ensemble models. It combines 

the weak learner into the strong learner [5]. Mathematically 

it is represented as: 

 

𝑄𝑚 = 𝑄𝑚−1𝑥 +  𝛼1 ∗  𝑄𝑚𝑥 
 

(5) 

 

The equation (5) demonstrates the theoretical function of 

gradient boosting where ‘Qm-1’ represents the ensemble 

model while ‘Qm’ represents the weak learner. ‘α’ is the 

learning rate and ‘x’ represents the input vector. 

3) Random Forest 

Random forest is a supervised ensemble learning model 

which is employed for the classification and regression. its 

operation based on the decision tree [9]. It uses random data 

for training. Random forest use the bagging tree technique 

[8]. In random forest regression, decision tree works as a 

root/base learner and the output result is produced by the 

average prediction of individual trees. Random forest is the 

better one as compared single decision tree [18]. The 

mathematical representations of random forest regression are 

as: 

 

𝑓 =
1

𝐷
∑ 𝑓𝑝

𝐷

𝑑=1

(𝑦)′ 

 

 
(6) 

𝜎 = √∑
(𝑓𝑝(𝑦)′ − 𝑓′)2

(𝐷 − 1)

𝐷

𝑑=1

 

 

 
(7) 

 

Where D is number of trees and y' is the error of prediction 

[10]. 

 

D. Hyper-Parameter Optimization Techinques 

1) Grid Search 

Grid Search is the most widely used method for tuning the 

hyper-parameters of the machine learning models for both 

classification and regression. In grid search, the specified set 

of values for each hyper-parameter is initialized by the user. 

The cartesian product of these user specified values sets are 

evaluated by the grid search. Grid search itself cannot exploit 

the well performing parameter region[11][12]. Such regions 

need to be defined manually by setting up lower and upper 

bounds for each hyper-parameter [11][12][13][14][15]. Here 

are some guiding principles for setting hyper-parameter 

regions: 

  

• Start with the step sizes and large state search space. 

• Squeeze the step sizes and the search space based on 

the results of the well preformed hyper-parameters 

that is previously generated and this work is 

repeated many times until optimal parameter is 

produced. 

 

Grid search method is an effective technique for 

optimization. However, it has two major drawback; curse of 

dimensionality and high computational cost [11][14][15]. 

 

2) Random Search 

Random search, a similar hyper-parameter tuning method to 

the grid search method. Random search resolves some 

limitations of grid search. Random search randomly chooses 

the specified values samples independently as the candidate 

hyper-parameters between the upper bounds and the lower 

bounds instead of performing brute force approach. With the 

limited resources, random search explores the larger space 

search. Global optimum or approximation can be achieved if 

the search space is large. It is faster than the grid search 

method and has still no knowledge for exploiting the well 

preforming region. The benefit of random search is that it 

samples the allotted number of parameters from distribution. 

This decreases the wasting much of the time on the poor 

performing region [11][14][15][16]. 

 

E. Performance Evaluation Metrics In Regression 

The performance evaluation metrics are used to determine the 

range up to which a particular model's predictive results is 

distinctive from the actual results. In regression, 𝑅2, MAE 

(Mean Absolute Error), MSE (Mean Squared Error), RMSE 

(Root Mean Squared Error) are popular means for evaluation. 

The later three calculate the residual for the model(s) [17]. 

 



University of Sindh Journal of Information and Communication Technology (USJICT) Vol.5(4), pg.: 166-173 

170 

 

1) R-Squared 

𝑅2  is the measure of the proportion of variance that all 

independent variables in the model are used to explain in the 

dependent variable.  The formula of the 𝑅2 is given below: 

 

𝑅2 = 1 −
SS𝑟

SS𝑡
 

 

 
(8) 

 

In above equation (8), ‘SSr’ is the sum of square residuals 

and the ‘SSt’ is the total sum of square of errors. 

 

2) Mean Absolute Error 

The equation of the Mean Absolute Error is: 

 

𝑀𝐴𝐸 =
1

𝐽
∑ |𝑂𝑖 − 𝑂|

𝐴

𝑎=1

 

 

 
(9) 

 

Where J is the number of values, Oi is the predicted values, 

O is the actual values and (Oi-O) is the absolute errors[19].  

 

3) Mean Squared Error 

The Mean Square Error gives the square’s errors average. 

The formula of the MSE is: 

 

𝑀𝑆𝐸 =
1

𝐽
∑(𝑂𝑖 − 𝑂)2

𝐴

𝑎=1

 

 

 
(10) 

 

    In this equation, (Oi-O)2 square error[19]. 

  

4) Root Mean Squared Error 

The square root of this Mean Squared Error equation provides 

the Root Mean Squared Error[19]. The RMSE is: 

 

𝑅𝑀𝑆𝐸 = √
1

𝐽
∑(𝑂𝑖 − 𝑂)2

𝐴

𝑎=1

 

 

 
(11) 

 

IV. RESULTS AND DISCUSSION 

In this section, results of the experimental method are 
presented along with their discussion. The results produced 
from predictive models based on multiple linear regression, 
gradient boosting regression, and random forest regression 
algorithms are given below in the Table 2: 

 

 
 

Algorithms 𝑅2 MAE MSE RMSE 
Linear 
Regression 

0.823 8.2757
16314
10038
6 

116.632
5664212
6684 

10.799
655847
353046 

Gradient 
Boosting 
Regression 

0.983 2.3392
39008
33048
6 

11.0669
3223763
5827 

3.3266
999019
502537 

Random 
Forest 
Regression 

0.97 3.1387
72619
04761
2 

19.5307
4129422
612 

4.4193
598285
52787 

Table 2:Table of Scores and Errors Results 

 
In Table 2, the results for baseline models have been 

presented. As shown the  𝑅2 score for gradient boosting 
regression is higher when compared to two other models. Also 
with MAE, MSE, and RMSE, gradient boosting regression 
performance is better in the base line model. 

 
Table 3 shows the results produced through the models by 

optimization using grid search method: 
 
 

Algorithms 𝑅2 MAE MSE RMSE 
Linear 
Regression 

0.823 8.2757
16314
10039
3 

116.632
5664212
6701 

10.799
65584
73530
55 

Gradient 
Boosting 
Regression 

0.987 1.8588
75285
19940
37 

8.80011
5933084
149 

2.9664
98935
29125
47 

Random 
Forest 
Regression 

0.971 3.1383
23214
28572
45 

18.9218
4488424
114 

4.3499
24698
68630
5 

Table 3:Table of Scores and Errors Results by Grid Search 

Method 

 
In Table 3, the results for the three developed models with 

hyper-tuning using grid search has been presented. As shown, 
the  𝑅2 scores, MAE, MSE and RMSE for the gradient 
boosting regression is higher when compared to other models. 
However, the  𝑅2 score of random forest regression is 
improved from the 0.97 to 0.971 and error rate like MAE is  
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also improved from 3.138772619047612 to 
3.1383232142857245. 

 
Table 4 shows the results produced through the models by 

optimization using random search method: 
 
 

Algorithms 𝑅2 MAE MSE RMSE 
Linear 
Regression 

0.823 8.2757
16314
10038
6 

116.632
5664212
6684 

10.799
655847
353046 

Gradient 
Boosting 
Regression 

0.983 2.1226
67688
68870
37 

11.4053
4798656
9074 

3.3771
804788
268387 

Random 
Forest 
Regression 

0.976 2.1297
41666
66669
13 

15.5561
1971261
9019 

3.9441
247080
460093 

Table 4:Table of Scores and Errors Results by Randomized 

Search Method 

In Table 4, the results for these models with hyper-
parameter tuning using random search have been presented. 
Although the improvement of  𝑅2 and error rate such as MAE 
in random forest regression from 0.97 to 0.976 and from 
3.138772619047612 to 2.1226676886887037, the improved 
gradient boosting regression is yet better when compared to 
other models. 
 

A. Quantitative Results Comparison 

Table 5 displays the quantitative comparison of related 
research work. As shown multiple linear regression algorithm 
in [5] obtained  𝑅2 score of 0.732 and in [20] obtained 0.41  
𝑅2 score whereas our work achieved 𝑅2 score of 0.823. 
Gradient boosting regression in [5] got 𝑅2 score of 0.917 
while our work accomplished 0.983  𝑅2 score. Random forest 
regression in [9] produced  𝑅2 score of 0.8019 whereas our 
work attained  𝑅2 score 0.97 . 

 

B. Graphical Representation of Results 

The scatter-plots shown here represent the relationship 

between the predicted price from the independent variables  

and actual price of the plot. Since the divergence of points is 

very high from the linear line, therefore, multiple linear 

regression proves to be worst efficient as shown graphically 

in Figure 3: 

 

 
Figure 3:Scatter Plot of Linear Regression 

 

The figure 4 represents that the points drawn from the scatter 

plot constitute that the actual price and predictive price forms 

the linear line while using gradient boosting regression 

algorithm. So, the divergence of the points of the gradient 

boosting regression is least proving highly efficient method. 

 

 
 

Figure 4:Scatter Plot of Gradient Boosting Regression 

 
Figure 5:Scatter Plot of Random Forest Regression 
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Table 5:Comparative Studies of Results 

 

 

A high divergence of the points, as shown in figure 5, 

demonstrates that model using random forest regression 

algorithm is the less efficient method comparative to multiple 

linear regression method.  

 

The Bar-plots have been used in this work for plotting the 

comparative  𝑅2  score of baseline models. The bar plot in 

figure 6 shows that on comparison of  𝑅2 score of baseline 

models, gradient boosting regression is performed better 

compared to other models. 

 
Figure 6:Score Comparison of Models 

 

 

 

 

 

 

 

 

 

 
Figure 7:Scores Comparison of Models by optimization using 

hyper-parameter tuning 

The figure 7 shows that by plotting the bar graph of 

comparative 𝑅2 score of baseline models without 

optimization and with optimization methods that gradient 

boosting regression performed better compared to others.  

The other baseline model such as random forest regression is 

improved well with optimization methods.  

 

V. CONCLUSION 

Common people use his/her life long savings to purchase 
a plot. The savings are prone to be robbed by market 
fraudulents. Therefore, a computer-based market price 
prediction/assessment system is highly required to provide 
reliable estimated prices to them. This work used Multan City 
plotting data-set which is the well-known city in Pakistan. The 
solution was proposed for this problem by applying three 

Ref. Algor
ithm 

Score MAE MSE RMSE 

  Other 
Work 

This 
Work 

O
th
er 

This Work Other Work This Work Other Work This Work 

[5] 
 

MLR 0.732   0.82
3   

- 8.275716314
100393   

391875744
48.88446    

116.63256642
126701 

197958516
99 

10.79965584
7353055   

[5] 
 

GBR 0.917 0.98
3 

- 2.339239008
330486 

120370060
88.27804   

11.066932237
635827 

109713903
90 

3.326699901
9502537 

[20] 
 

MLR 0.41 0.82
3 

- 8.275716314
100393 

--- 116.63256642
126701 

0.0912 10.79965584
7353055 

[9] 
 

RFR 0.8019 0.97 - 3.138772619
047612 

--- 19.530741294
22612 

95928.32 4.419359828
552787 
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machine algorithms without and with hyper-parameter tuning 
using grid search and random search methods. The results of 
these models were compared by  𝑅2 . It was found from the 
results that gradient boosting regression algorithm proved to 
be the best algorithm as a baseline method to implement a 
model. The obtained results also demonstrated that the same 
technique is effective after applying optimization, achieving 
0.987  𝑅2  score and lower error values of metrics such as 
MAE, MSE, and RMSE. The multiple linear regression 
algorithm-based model achieved 0.823  𝑅2 score and higher 
error values. For future work, it is recommended that a new 
data-set fulfilling local requirements may be used.  
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