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Abstract: The term traceability is an important concept regarding software development. It enables software engineers to trace requirements 

from their origin to fulfillment. Maintaining traceability manually is a time consuming and expensive job. Information retrieval methods provide 

a mean of automation for requirement traceability. A visible number of IR based traceability techniques have been proposed in the literature, 

but the adoption of these techniques in the industry is limited. In this paper, we examine the information retrieval-based traceability recovery 

approaches through systematic literature review. We presented a synthesis of these techniques. We also identified challenges that are potentially 

limiting the adoption of IR based traceability recovery approaches. We conclude that term mismatch is a major barrier faced by IR based 

approaches. We also did classify the approaches that are attempting to solve the term mismatch problem. 
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I. INTRODUCTION 

Continuously changing requirements causes many problems 

like scope creep or analyzing impact of change etc. Requirement 

traceability (RT) helps to manage such problems. RT is defined 

as the “ability to describe and follow the life of a requirement in 

both a forwards and backwards direction (i.e., from its origins, 

through its development and specification, to its subsequent 

deployment and use, and through periods of on-going 

refinement and iteration in any of these phases)” [37]. Manual 

approaches of managing trace links consume a lot of time. To 

cope this, it is essential to automate this process. Most of the 

software artifacts are in natural languages. Therefore, 

recovering trace links between such artifacts can be considered 

as an information retrieval (IR) problem. Many automated 

requirement traceability recovery techniques and tools have 

been using IR approach [1], [23]. IR makes use of textual 

similarity between documents and query to consider them 

related. If people use consistent vocabulary during software 

development, then textually similar artifacts share similar terms 

and can be traced from each other through IR techniques [15]. 

Such techniques use high level artifacts like requirement 

documents, use cases or source code etc. to extract textual 

similarity between them to establish expected trace links. While 

IR promised to provide automated solutions of traceability 

problem, but practitioners are still reluctant to use such tools due  

 

to lack of precise results. This study summarizes the IR based 

requirement traceability recovery approaches to identify the 

major faced by them. 

II. RESEARCH METHODOLOGY 

The purpose of this study is to summarize the existing 

knowledge and identify the gaps to suggest future directions in 

the area. We conduct a systematic literature review (SLR) 

following the guidelines of [45], [44]. SLR provides a procedure 

to identify, evaluate and understand the research questions (RQ) 

by means of all available publications and research in that area. 

This systematic review consists of three phases: Planning, 

executing and reporting. In the planning phase a review protocol 

is developed. Executing phase includes execution of review 

protocol like identification, selection of studies and their quality 

assessment. The reporting phase refers to reporting and 

analyzing the results [45], [44]. 

 This SLR aims to synthesize the work regarding the term 

mismatch issue in IR based requirement traceability recovery 

approaches. 

 

A. Review Protocol Development 

1) Need for study: Requirement traceability (RT) is an 

essential aspect of software development. Practitioners require 

the precise generation of trace links before they integrate 

automated trace retrieval methods into their software 

development processes [44]. We conducted a pilot search to 

identify secondary studies in the area. We perform search on 

IEEE Xplore, ACM digital library, SpringerLink, 

ScienceDirect, Elsevier. We used general terms like 

information retrieval, traceability, reviews, mappings, as our 
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search string. We did not find any secondary study in our area 

of interest. This was the motivation for conducting this 

systematic literature review. The purpose of this study was to 

review the status of research in automated IR based traceability 

recovery approaches focusing on the term mismatch problem. 

 

2) Research questions: The objective of this study is to 

investigate the following research questions. 

RQ1: Does the term mismatch problem is a major barrier to IR 

based traceability recovery approaches? The objective 

of this research question is to validate, if term mismatch 

is a real barrier for IR based traceability approaches. 

RQ2: Which are the approaches, that attempt to solve the term 

mismatch problem? 

The objective of this research question is to synthesize 

the techniques that attempts to solve the term mismatch 

problem. 

RQ3: What are the limitations and advantages of these 

approaches? 

Approaches have some built-in limitations and 

advantages. Identifying such challenges is very 

important to solve the term mismatch problem. 

Identification of challenges is a way forward for the 

future research. 

 

3) Search strategy: The following search strategy is used for 

construction of search terms. We take out the key terms from 

our first research question. Then we defined synonyms for the 

keywords used in the research question as shown in Table I. In 

the third step we built the search string by joining the synonyms 

with operator OR and each keyword using the operator AND. 

Keywords: barrier, IR, traceability recovery Finally we built our 

search string as follows. 

TABLE I: TERMS AND SYNONYMS USED FOR SEARCH STRING 

Terms Synonyms 

Barrier problems OR issue OR limitation OR Challenge 

IR Information retrieval 

Traceability trace links recovery 

 

Following online resources were explored with the search 

string to find out relevant studies: 

1) IEEE Xplore 

2) ACM digital library 

3) SpringerLink 

4) ScienceDirect 

5) Elsevier 

Each research paper was reviewed carefully and the papers 

that addressed the barriers of IR based traceability recovery 

approaches was relevant. Then we apply the inclusion and 

exclusion criteria on the relevant papers while searching on 

different digital libraries. 

4) Study selection process: For the final selection of the 

primary studies we apply the following inclusion exclusion 

criteria (IE criteria). 

 

a) Inclusion criteria: Following questions helped us to 

decide about the inclusion of a study. 

1) If the full-text of the study available? 

2) If the study is a journal article, conference or workshop 

paper. 

3) If the study claims about barriers of IR based approaches. 

4) If the study, try to provide some solution of term 

mismatch problem in IR based automated traceability 

recovery process. 

b) Exclusion Criteria: Following studies will be 

excluded. 

1) If the study focusses on other aspects of traceability 

rather than trace links generation. 

2) Studies with multiple published instances are included 

only once, the latest version of the study will be used. 

3) Unpublished work will not be included. 

4) Reviews or secondary studies will not be included. 

We include the articles based on the title, abstract and 

conclusion of the research paper by completing following the 

above-mentioned inclusion criteria if the article completely 

follows the inclusion criteria it must be selected for quality 

assessment. Figure 1 show the study selection process. 

 

Figure 1: Study Selection Process 

5) Study quality assessment: The selected studies were 

evaluated for quality following IMRAD structure. A 

study is of good quality if. 

I. Introduction: The study discussed barriers faced by IR 

approaches. 

M. Methodology: Research methodology of the study is clearly 

defined. 

R. Results: Results are presented properly. Internal and external 

validity threats are mentioned. 

A. Analysis: Study compares its results with some base 

technique on an industrial dataset. 

D. Discussion. Limitations of the study were reported. Future 

directions are given. 

 

B. Review protocol evaluation 

As review protocol is very important and is a key part of 

systematic review. Therefore, it is suggested to evaluate review 
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protocol before executing it [?]. Therefore, after writing our 

review protocol it was evaluated by an independent researcher. 

He suggested to evaluate the quality of studies based on 

Introduction (I), Methodology (M), Results (R), Analysis (A), 

Discussion (D), called IMRAD. 

C. Execution of review 

We explore specific online resources to search for primary 

studies initially we retrieve 1522 studies based on our search 

string, after title and abstract screening were 321 studies left. In 

second step we reject 228 studies based on their conclusion. We 

select 93 primary studies in first step. Then in second step we 

applied inclusion/exclusion criteria, 26 more studies were 

rejected based on our inclusion/exclusion criteria. Then we 

applied study quality assessment criteria. All journal papers 

were of good quality. Most of the conference papers were from 

IEEE transactions and were of good quality. Only 1 conference 

paper was rejected. Workshop papers were under severe 

screening, 9 out of 22 workshop papers were not fulfilling our 

quality assessment criteria therefore rejected. Finally, we 

selected 57 studies (Table: II) to be included in our review. 

Figure 2 presents year wise distribution and Figure 3 presents 

journal, conference or workshop wise distribution of primary 

studies to be included in our review. 

 

 
TABLE II: PRIMARY STUDY SELECTION 

Library Total Title & 

Abstract 

Screening 

Full 

Text 

IE 

Criteria 

IMRAD 

criteria 

IEEE 535 116 45 35 28 

ACM 

Digital 

library 

320 74 24 13 12 

Springer 187 36 9 5 5 

Elsevier 190 30 10 5 5 

Science 

Direct 

160 28 8 6 4 

Other 130 25 7 3 3 

Total 1522 321 93 67 57 

 

 

Figure 2: Year wise distribution of primary studies 

 

Figure 3: Distribution of primary studies with respect to publication  

III. RESULTS 

RQ1: Does the term mismatch problem is a major barrier to 

IR based traceability recovery approaches? 

People usually have background knowledge and belong to 

different domains. A study [31] showed that different people 

used different names for the same thing almost 80% of the 

times. During software evolution, new terminology gradually 

entered into the system that may be inconsistent with the 

existing terminology or application domain [71], [29], [2]. This 

difference in vocabulary of the artifacts is called term mismatch 

problem. From the preliminary review, we found that term 

mismatch is a primary cause of failure regarding IR based 

traceability recovery techniques. Therefore, in RQ1 we focused 

on confirming that term mismatch is a real problem in IR based 

techniques. We selected a total of 57 primary studies that are 

utilizing IR based approaches for the automated traceability 

recovery approaches. Out of 57, authors of 23 studies (40%) 

highlighted the term mismatch issue as the critical barrier in IR 

based traceability recovery approaches. We believe that this is a 

reasonable representation of the population to confirm the fact. 

Table III shows the list of studies which specifically declared 

that term mismatch problem as the greatest barrier in IR based 

traceability recovery techniques. 
 

TABLE III:  STUDIES THAT HIGHLIGHTED TERM MISMATCH AS A 

GREATEST BARRIER 

Fact Primary Studies 

Primary studies that 

specifically declared term 

mismatch as greatest barrier. 

[38], [40], [56], [50], [67], 

[70], [26], [39], [61], [17], 

[53], [54], [55], [35], [57], 

[47], [10], [42],  [64],  [27], 

[5],   [69],  [72],  [65] 

 

RQ2: Which are the approaches, that attempt to solve the 

term mismatch problem? 

In this section we will discuss different approaches used for 

tackling term mismatch problem in primary studies. Nouns can 

play important role in finding trace links between source and 

target artifacts. Removing unnecessary terms (noise) from 

source and target artifacts can improve the accuracy of trace 

links, Capobianco, 2009 and 2013 [10], [12] authors considered 

only nouns during traceability recovery process to considerably 

improve the accuracy. Some other studies [32], [72], [20], [19] 
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used stemming as a preprocessing step to reduce different 

morphological forms of terms to a single term to solve term 

mismatch problem to some extent. In [53], [28], [52] authors 

suggest solving the term mismatch problem by restoring textual 

information or removing inconsistent vocabulary from artifacts, 

this process is called refactoring [30]. Refactoring had a 

significant positive impact on the precision of extracted trace 

links, but it was a manual activity. These studies used only term 

similarity while computing the similarity level between source 

and target artifacts. Related artifacts may share few terms 

therefore only term similarity could not recover precise trace 

links. Antoniol,2001 [4] and others [57]. Antoniol, 2002 in 

another study [3], indirectly recovered traceability links 

between requirement documents and source code by combining 

textual similarity and structural information like inheritance 

properties, function calls etc. of source code. Two terms may be 

related if they co-exist in text, in studies [42], [11], [68] authors 

used only similar terms to trace source and target artifacts. They 

used relationships between terms to mitigate the polysemy and 

synonymy problem, although accuracy of trace links did not 

significantly improve. Some approaches tried to solve the 

mismatching terms issue with the help of some non-semantic 

information [26], [39]. Developers usually work on similar and 

related tasks, this information called author’s context can be 

used to aid the traceability recovery process. They provide a 

four-step approach to establish traceability links between 

requirements and source code. Computing textual similarity, 

identifying author of each code, defining authors context, 

integrate code ownership with textual information to produce 

traceability matrix. Bacchelli,2010 [6] used emails instead of 

authors context for similar purpose and [7] used eye-gaze 

information to identify authors context. In [67], [61], [55], [59], 

[22], [60], [34] authors proposed to use user feedbacks provided 

by the software engineer while classifying candidate trace links. 

The software engineer classifies the link either as correct link or 

not. Then new links can be obtained based on this feedback and 

structural information of code. The ranked list is reordered 

based on this information. Link count information [9] was used 

to identify scarcely traced artifacts probably due to mismatching 

terms. Comparing two texts based on phrases rather than 

individual terms matching can provide more precise results. In 

[46] authors favor the phrase matching rather than single term 

matching with explicit goal of improving accuracy. Latent 

semantic indexing (LSI) is a very important IR model. LSI used 

a latent structure hidden in text [49] to find trace links between 

source and target artifacts. Query expansion techniques are most 

widely used to solve the term mismatch problem. External 

knowledge bases (KB) can be used to extract synonyms or 

measure similarity (0 to 1) between the mismatching terms. In 

[56], [54], [35], [51] authors used normalized google distance 

Wiki similarity to compute semantic similarity between terms. 

They observed improvement in precision and recall of traced 

links. In another study DBpedia was used to extract synonyms 

of terms to compute similarity level between artifacts [50]. 

Google, Yahoo, Bing also used as external knowledge base to 

expand the query artifact with semantically related terms to 

minimize the probability of term mismatch [36], [16]. External 

documentation like user stories and descriptions can also be 

used to expand the source artifact to trace links with a slightly 

higher precision [8], [18]. Query expansion techniques 

significantly improved recall as there will be more matching 

terms. Natural language processing techniques can be applied to 

get semantic understanding of sentences. In [14] authors applied 

GATE framework to apply NLP techniques to produce a tree 

structure of subject, object and predicate in sentences (triplet). 

Based on this triplet they use DBpedia to extract categories of 

each triplet to expand the query artifact. Spanoudakis, 2004 [64] 

used grammatical tagging and rules to generate trace links 

between source and target artifacts. Machine learning can also 

be used to expand the query with related terms learned through 

a training data set (regulation-to-requirements trace links. In 

[38], [40], [27], [25] authors trained a classifier for addressing 

the term mismatch problem and improving the quality of trace 

links. Thesaurus can be used to control the vocabulary of 

software artifacts. In [66], [24] author used thesaurus as a tool 

to avoid mismatching term hence avoiding the mismatching 

terms problem. Some authors also used hybrid approaches [34], 

[33] to increase the precision of recovered trace links, like term 

similarity with user feedbacks. In [69], [70] used ontology with 

IR as hybrid approach by building ontology using IR. A possible 

classification of these approaches is shown in Figure 3. 

Distribution of these studies based on classification is shown in 

Figure 4. It was found that most of the studies used EASY 

CLINIC data set [61], [10], [5], [12], [20], [19], [59], [22], [9], 

[18], [11], [49] for results evaluation, which is freely available 

and is relatively a small dataset. E-Tour is another mostly used 

dataset [26], [53], [54], [55], [12], [20], [52], [18]. Other 

datasets were found to be relatively less used like CM-I [54], 

[55], [12], [46], [49] and MODIS [12], [20], [59], SMOS [26], 

[61], [8], [18]. Figure 6 demonstrates dataset usage in the 

research area. Figure 7 displays frequency of different artifacts 

used by researchers to demonstrate traceability method. 

 

RQ3: What are the advantages and disadvantages of these 

approaches? 

In this section we discussed advantages and limitations of 

major approaches used to solve term mismatch problem during 

IR based traceability recovery process. To comprehend the 

complexity of the problem we take advantage of study [32] 

which classify term mismatches into three types. Morphological 

variation: Same term can occur in different forms for example 

computer, computing or computation are the different forms of 

the word compute. Lexicon Semantic variation: Different words 

have same meaning. Like calculate or compute have same 

meaning (synonymy) or same words have different meaning in 

different contexts (polysemy). Lexicon Semantic variation: 

Different words have same meaning. Like calculate or compute  
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have same meaning (synonymy) or same words have different 

meaning in different contexts (polysemy). Syntactic variation: 

linked to the multiword problem, such word constructions that 

are structurally different but semantically same, like 

considering certain language barriers and consideration of these 

language barriers both could reduce to considering language 

barriers. Stemming can have negative effect on the performance 

traceability recovery approaches. Stemming can improve the 

performance a little bit when size of corpus is small, but it 

negatively degraded the precision when corpus is of large size 

[8]. M.F Porters stemmer is the most widely used have 

drawbacks like handling named entities that would also be 

stemmed unnecessarily hence leaving data in inconsistent state 

[62]. Thesaurus creation is manual and not always useful to 

produce desired results. Some stubborn traces are very difficult 

to trace even with the help of a thesaurus because language of 

document does not match with the synonyms defined in the 

thesaurus [72]. They suggested that use of general purpose 

thesaurus may increase recall and precision for some datasets, 

but such improvements are very minor and not consistent across 

different datasets. Named entities is another deficiency in 

thesaurus-based traceability recovery approaches. Refactoring 

consists of a series of small transformations to restore lexical 

structure of an artifact. Refactoring may be manual, semi-

automated or fully automated. In manual refactoring software 

engineers analyze code for bad smells  to  suggest  changes  to  

 

 

 

 

improve quality of code, it is described as error prone and time 

consuming due to it manual nature [58]. In semi-automated 

refactoring, software engineer carries out the activities like 

locating entities while applying transformations  

 

Figure 5:  Distribution of Studies 

with the help of automated tools. While automated refactoring 

includes, identification of bad smells from code then applying 

required transformation automatically, even in this type of 

refactoring final decision of accepting or rejecting the outcome 

of transformation is left to human [43]. In [53] authors 

identified three types of refactoring techniques (restore, remove 

and move textual information from an artifact) that can support 

automated traceability. 

User feedback approach tends to solve synonymy and 

polysemy problems. Term weight can be increased or decreased 

according to the occurrence of that term in a link rejected or 

confirmed by the user [41]. Negative feedback can be used to 

remove some terms from query, hence improving the query 

IR based  
approaches 

Term similarity + Non-Semantic 

Information 
  

 

Structural  
information 

User feedbacks 

Link count  
information 

Phrases 

User ownership 

Latent semantic  
indexing 

Hybrid 

Term similarity + Semantic  
information 

Query expansion using external  
KB 

Semantic similarity using external  
KB 

Machine learning           

Natural Language processing 

Thesaurus 

Hybrid 

Term arity Only 

Noise removal Refactoring 

Stemming 

14 % 

3

8 
8% 

48%  

Term similarity 

Term similarity + Non-

semantic information 

Term similarity + Semantics 

using external KB  

Figure 4: Classification of IR based traceability recovery techniques 
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quality [60]. Another study also conforms similar results but 

also highlighted the issue that relevance feedbacks can improve 

the precision and recall only for few iterations. De Lucia, in their 

study [22] suggested that if you want to retrieve all links among 

different software artifacts, relevance feedback will not improve 

the performance of IR method. They also proved that 

performance of relevance feedback is dataset dependent and 

varies over different recall threshold values for same data-set. 

[13] highlights some of the limitations of relevance feedback, 

first it requires that query or source artifact should contain few 

words rather than the target artifact because standard Rocchio 

tends to increase the size of query by adding terms from relevant 

documents. Secondly it requires  relevant  documents  to  be  in  

 

 

Figure 6: Dataset usage in literature 

 

Figure 7: Frequency of software artifacts used in literature to demonstrate 
traceability approach 

 

 

same cluster which is not always possible. 

An adaptive version of relevance feedback [60] was 

suggested to overcome the limitations of relevance feedback. 

They used the less verbose artifact as query to overcome the first 

limitation and to avoid second limitation they apply relevance 

feedback only when number of true positive links are equal to 

or greater than the number of false positives. But if we want to 

achieve 100% recall, then for a corpus like easy clinic that have 

30 use cases traced to 47 code classes, one have to analyze about 

1000 trace links to find 93 correct links, which is a definite 

limitation not mitigated by the approaches like feedback 

analysis [22], [48]. LSI is an extension of vector space model 

[10] which considers the associations between terms and 

documents. The idea behind LSI is that it assumes that there is 

a hidden structure in usage of words hidden because of 

variability in vocabulary of artifacts. Statistical techniques can 

be used to approximate this latent structure. LSI uses this latent 

semantic structure for formulating queries and describing 

documents to overcome the problems like synonymy without 

the need of a thesaurus, stemming or other such technique [21]. 

[63] proved that performance of LSI heavily dependent upon the 

choice of the value of a constant K and on similarity ranking 

between term and document called threshold value. Use of 

query expansion techniques proved to be very effective in 

traceability recovery techniques. Query expansion technique 

can be used to expand the query artifact with semantically 

similar terms learned through web for addressing term 

mismatch problem [40]. Similarly [51] uses semantically 

similar terms extracted from sources such as Wikipedia to 

expand the corpus. [16] traced HIPPA regulations with 10 

health care systems. They manually search the web (BING, 

GOOGLE, and YAHOO) by using titles of each regulation. Top 

ten terms form ten most relevant documents were selected to 

expand each HIPAA regulation and perform traceability using 

VSM. [35] extracted stubborn trace links in similar way but 

instead of processing full documents they identify related 

chunks of texts from a document to mine domain specific terms. 

Modifying the trace query using this approach has been shown 

to improve the recall and precision of certain stubborn trace 

links. But Wikipedia and other online knowledge sources are 

not trusted sources as they don’t represent any business models, 

adding terms from them can worsen the performance of trace 

link [50]. In [17] authors also used relevant documentation to 

expand the source artifact. They apply VSM with other IR 

models but in some cases, it degraded the performance rather 

than improving it. In [50] authors used natural language 

processing techniques to extract subject, object and predicate 

terms by use of algorithms called triples extraction algorithm 

and used DBpedia to extract categories of triplets to expand the 

query artifact. Machine learning approach can be used to expand 

the query artifact, but this approach requires training dataset 

which is not necessarily available [16]. Table IV recaps the 

advantages and limitations of the approaches and Table V 

summarize the techniques with respect to type of term mismatch 

problem it intends to solve. 
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TABLE V: CLASSIFICATION OF TECHNIQUES BASED ON TERM 

MISMATCH PROBLEM IT SOLVE. 

 

Type of 

Variation 

Problem Solutions 

Morphological 

variations 

Root word problem. 

Abbreviations, acronyms. 

Stemming 

Semantic 

variations 

Polysemy, synonymy, 

hyponymy. 

Thesaurus, External 

knowledge sources, query 

expansion. 

Syntactic 

variation. 

Multi word problems. Use of word ordering and 

phrasing. 

 

 

 IV. VALIDITY THREATS 

Multiple threats are of relevance here, which are shortly 

discussed: 

• Missing relevant studies: Our search focused on requirement 

traceability solutions based on IR techniques 

Thus, some studies from the population might have been 

missed. However, the search returned a high number of relevant 

studies with little noise. This indicates that the systematic search 

helped to cover a larger portion of the population. Because of 

context specific search terms, there is a risk of missing studies 

from the population. 

•  Bias in selection: Study selection, data extraction and    

analysis activities are prone to biases and mistakes. To avoid 

any bias or mistake in selection, two researchers have been 

involved and cross-checking of the studies has been done 

among the authors of the paper. The use of a research protocol 

is also a means of reducing bias. To further avoid the risk, the 

research protocol was evaluated by an independent researcher. 

•  Wrong Conclusions: To reduce the risk of drawing wrong  

implications and key findings were discussed among the 

authors. We believe this helped us in reducing the risk of 

drawing wrong conclusions from the data. 

 

V. CONCLUSION 

We presented a systematic literature review to, 1) classify the 

IR based traceability recovery techniques, 2) highlight the 

advantages and limitations of these techniques, 3) classify the 

dataset used by the techniques, 4) identify the software artifacts 

used to demonstrate the traceability approaches, and 5) identify 

the approaches solving the term mismatch issue. The results of 

our study show that during IR based traceability recovery the 

term mismatch problem is a major barrier. There are different 

aspects of term mismatch problem. The studies in this area 

addressed only few aspects of this problem. Only one study 

takes care of word ordering during term matching and all other 

studies used bag of words approach. Some studies solve the 

synonyms problem with the help of external knowledge base 

which is slower in executing commands and used too much 

space. The most widely used approach to solve synonymy and 

polysemy problem is query expansion (48%). But these studies 

expand the query unconditionally bringing too much noise into 

the query artifact. This noise could result in reduced precision. 

Query expansion technique had the potential to solve the term 

mismatch problem. Further investigation is needed in this area 

to find the mismatching terms from query artifact and expand 

only these terms, precision could be improved in this way. 

Thesaurus based approaches acquire good precision but cost of 

building a domain specific thesaurus is very high. Automating 

the thesaurus creation could overcome this limitation making 

thesaurus-based approaches useful. 

                                                                  

                                                              TABLE IV: ADVANTAGES AND LIMITATIONS OF THE APPROACHES 

 

Technique Advantage Limitation 

Stemming Tool support, can handle morphological variations only. Over stemming reduces precision. Under stemming reduces 

recall. 

Thesaurus To handle semantic variations. Provide solution for synonymy 

and polysemy problem. Provide a restricted vocabulary to be 

used in the system. 

General purpose thesaurus has Completeness issues they are 

of very large size. Domain specific thesaurus are difficult to 

build and Costly. Named entities problem 

Refactoring Improves the code by restoring textual structure therefore 

making it more feasible for information retrieval. 

Manual. A difficult technique that can introduce bugs in the 

system. Moreover, refactoring is mostly used only for 

normalizing source code vocabulary. 

User feedback Can solve synonymy, polysemy problems. User must analyze each link manually. Human dependent 

technique. 

LSI Use of surrounding words of matching terms can 

accommodate some of mismatching terms. It is a distinct 

feature of LSI. 

High computational cost. Finding optimal configuration of LSI 

is NP complete problem. Performance of LSI greatly varied in 

different corpuses. 

Query expansion Increase recall. Unconditional query expansion reduces 

precision. Deals with semantic variations like synonyms and 

polysems. 

External knowledge sources are not trusted as. Using world 

wide web as external source has its own limitation as selecting 

documents from web is a manual process, otherwise lot of 

noise could be included in the query. 

Natural language 

processing 

Can take advantage of phrases rather than terms and context 

of the terms can be extracted by NLP. 

NLP techniques had been used along with external KB which 

are not trusted. 
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